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Section 7.5

2. Setting x = £ e, and substituting into the ODE, we obtain the algebraic equations

1—r -2 SRNAL
3 - 4 - T 52 - 0 '
For a nonzero solution, we must have det(A — r1) = r> + 3r +2 = 0. The roots of the
characteristic equation are r, = — 1 and r, = — 2. For r = — 1, the two equations
reduce to & = &, . The corresponding eigenvector is £ = (1,1)". Substitution of

r = — 2 results in the single equation 3¢, = 2&,. A corresponding eigenvector is
£€® = (2,3)". Since the eigenvalues are distinct, the general solution is
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3. Setting x = £ "’ results in the algebraic equations

(57 S5 )E) =)

For a nonzero solution, we must have det(A — 1) = r?> — 1 = 0. The roots of the

characteristic equation are 7, =1 and r, = — 1. For r = 1, the system of equations
reduces to & = &,. The corresponding eigenvector is £V = (1,1)". Substitution of
r = — 1 results in the single equation 3&;, = &, . A corresponding eigenvector is

£€? = (1,3)". Since the eigenvalues are distinct, the general solution is

1Y\ 1\
X20116—|—0236.
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R T T, N

The system has an unstable eigendirection along £€" = (1,1)". Unless ¢; = 0, all
solutions will diverge.

4. Solution of the ODE requires analysis of the algebraic equations

(7 —a)(@) =)

For a nonzero solution, we must have det(A — r1) = 72 + 7 — 6 = 0. The roots of the

characteristic equation are r;, = 2 and 7, = — 3. For r = 2, the system of equations
reduces to & = &,. The corresponding eigenvector is £ = (1,1)". Substitution of
r = — 3 results in the single equation 4&, + & = 0. A corresponding eigenvector is

£? = (1, —4)". Since the eigenvalues are distinct, the general solution is

1 1
X = 61(1)62t+02( _4)€3t.
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The system has an unstable eigendirection along £V = (1,1)". Unless ¢, = 0, all
solutions will diverge.

8. Setting x = £ e results in the algebraic equations
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(0 =) (@)= 6)

For a nonzero solution, we must have det(A — r1) = 7?2 —r = 0. The roots of the
characteristic equation are r;, = 1 and 7, = 0. With » = 1, the system of equations
reduces to & + 3¢, = 0. The corresponding eigenvector is £V = (3, — 1)". For the
case r = (, the system is equivalent to the equation &, 4+ 2&, = 0. An eigenvector is
£? = (2, —1)". Since the eigenvalues are distinct, the general solution is
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The entire line along the eigendirection £® = (2, — 1)" consists of equilibrium points.
All other solutions diverge. The direction field changes across the line z; 4+ 2z, = 0.
Eliminating the exponential terms in the solution, the trajectories are given by

x1+3x2: — Cy.

10. The characteristic equation is given by

2 —T 2 + Z 2 . .
1 iy =r"—(1—-i)r—i=0.
The equation has complex roots r, = 1 and r, = — i. For r = 1, the components of the
solution vector must satisfy &, + (2 +7)§, = 0. Thus the corresponding eigenvector is
€Y = (2414, —1)". Substitution of 7 = — i results in the single equation ¢, + &, = 0.

A corresponding eigenvector is £® = (1, — 1)". Since the eigenvalues are distinct, the
general solution is
2+1 1 4
x:cl( _1)€t—|—62< _1)6 @,

11. Setting x = £ € results in the algebraic equations
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1—r 1 2 & 0
1 2—r 1 L1 =10
2 1 1—r & 0
For a nonzero solution, we must have det(A — r1) = r® — 4r> —r + 4 = 0. The roots
of the characteristic equation are », =4,r, =1 and r; = — 1. Setting r =4, we
have
-3 1 2 & 0
1 -2 1 L1 =10
2 1 -3 & 0

This system is reduces to the equations
§i—&=0
§&—&=0.

A corresponding solution vector is given by €V = (1,1,1)". Setting A =1,
the reduced system of equations is

§i—&=0
§+28=0.
A corresponding solution vector is given by £ = (1, —2,1)". Finally, setting
A = — 1, the reduced system of equations is
§i+&=0
52 - 0 .

A corresponding solution vector is given by £€® = (1,0, — 1)". Since the eigenvalues
are distinct, the general solution is

1 1 1
x=c |1 ]|et4+e| —2 | +e 0 et
1 1 -1

12. The eigensystem is obtained from analysis of the equation

3—r 2 4 £, 0
2 - T 2 52 = 0
4 2 3-r)\& 0

The characteristic equation of the coefficient matrix is 73 — 672 — 15r — 8 = 0, with
roots 1, =8,7, = — 1 and r; = — 1. Setting » = r, = 8, we have
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-5 2 4 & 0
4 2 =5/ \g 0

This system is reduced to the equations

§i—&=0
26, —-&=0.
A corresponding solution vector is given by £ = (2,1,2)". Setting » = — 1, the

system of equations is reduced to the single equation
26 +&6&+25=0.
Two independent solutions are obtained as
€P = (1, -2,0)" and €% = (0, —2,1)".

Hence the general solution is

2 1 0
x=c, | 1]|e¥4ec| —2|et4+e| —2 |
2 0 1

13. Setting x = £ € results in the algebraic equations

1—7r 1 1 & 0
2 1—7r —1 &1 =10
-8 -5 =3-r & 0
For a nonzero solution, we must have det(A — r1) = 73 + 72 — 4r — 4 = 0. The roots
of the characteristic equation are 7, = 2,r, = — 2 and r; = — 1. Setting r = 2, we
have
—1 1 1 & 0
-8 -5 =5 &; 0

This system is reduces to the equations

& =0
&+&=0.
A corresponding solution vector is given by £V = (0,1, — 1)". Setting A = — 1,
the reduced system of equations is
2 fl +3 53 =0
§&—286=0.
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A corresponding solution vector is given by £® = (3, —4, —2)". Finally, setting

A = — 2, the reduced system of equations is
76 +46 =0
7€ —58=0.

A corresponding solution vector is given by £€®) = (4, — 5, — 7)". Since the
eigenvalues are distinct, the general solution is

0 3 4
x=c, | 1 |e¥+¢c| —4|et+e| =5 |e?.
1 9 7

15. Setting x = £ " results in the algebraic equations

(75" (@)= ()

For a nonzero solution, we must have det(A — r1) = 72 — 6r + 8 = 0. The roots of
the characteristic equation are r, = 4 and r, = 2. With r = 4, the system of equations
reduces to & — & = 0. The corresponding eigenvector is £ = (1,1)". For the

case r = 2, the system is equivalent to the equation 3¢, — & = 0. An eigenvector is
£€® = (1,3)". Since the eigenvalues are distinct, the general solution is

1 1
X = 61(1>64t+62<3)62t.

Invoking the initial conditions, we obtain the system of equations

c; + ¢y =2
c+3c,= —1.
Hence ¢, = 7/2 and ¢, = — 3/2, and the solution of the IVP is

(1 4y 3(1) 4
X"2(1>6 2(3)8'

17. Setting x = £ " results in the algebraic equations

1—r 1 2 £ 0
0 2—r 2 “l=1o

For a nonzero solution, we must have det(A — r1) = r3 — 67> + 11r — 6 = 0. The
roots of the characteristic equation are r, = 1,7, =2 and r; = 3. Setting r =1,
we have
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0 1 2 & 0
0 1 2 &L =10
-1 1 2 & 0
This system is reduces to the equations
§& =0
52 + 2 53 — 0 .

A corresponding solution vector is given by £ = (0, —2,1)". Setting A = 2, the
reduced system of equations is
§i—& =0
53 == O .

A corresponding solution vector is given by £® = (1,1,0)". Finally, upon setting
A = 3, the reduced system of equations is

51_‘253::0
52'— 255:: 0.

A corresponding solution vector is given by €@ = (2,2,1)". Since the eigenvalues
are distinct, the general solution is

0 1 2
x=c,| =2 |el+e| 1] +e)| 2|
1 0 1

Invoking the initial conditions, the coefficients must satisfy the equations

CQ+203:2
—201+CQ+2C3:0
Cl+C3:1.

It follows that ¢, = 1, ¢, = 2 and ¢; = 0. Hence the solution of the IVP is

0 1
x= | —2 e +2| 1]
1 0

18. The eigensystem is obtained from analysis of the equation

- T 0 -1 51 0
2 - T 0 52 = 0
-1 2 4 —r 53 0

The characteristic equation of the coefficient matrix is 7> — 47> —r +4 = 0, with
roots r;, = —1,r, =1 and r; = 4. Setting r =r, = — 1, we have
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-1 0 -1\/& 0
-1 2 3 & 0

This system is reduced to the equations

51—53:0
£2+253:0-

A corresponding solution vector is given by £V = (1, —2,1)". Setting r = 1, the
system reduces to the equations

51“‘5320
£2+253:0-

The corresponding eigenvector is £2 = (1,2, — 1)". Finally, upon setting r = 4,
the system is equivalent to the equations

46 +&=0
88 + 53 =0.
The corresponding eigenvector is £€® = (2,1, — 8)". Hence the general solution is
1 1 2
x=c | =2 let+el| 2 |e+e| 1 |t
1 -1 -8

Invoking the initial conditions,

Cl+C2+203:7
—201+202+03:5
01_02_863:5.

It follows that ¢, = 3, ¢, = 6 and ¢; = — 1. Hence the solution of the IVP is
1 1 2
x=3 -2 ]et+6[ 2 |- 1 |e"
1 -1 -8

19. Set x = £t". Substitution into the system of differential equations results in
t-rt" '€ = A€,

which upon simplification yields is, A& — r€ = 0. Hence the vector £ and constant r
must satisfy (A —r1)€ = 0.

21. Setting x = £ t" results in the algebraic equations
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(75" 2)(e) =)

For a nonzero solution, we must have det(A — r1) = r? — 6r + 8 = 0. The roots of
the characteristic equation are r;, = 4 and r, = 2. With r = 4, the system of equations
reduces to & — & = 0. The corresponding eigenvector is £ = (1,1)". For the

case r = 2, the system is equivalent to the equation 3¢, — & = 0. An eigenvector is
£€® = (1,3)". It follows that

1 1
W= {7 )t"and x? = { _ |¢*.
W= (1) anaxe = ()

The Wronskian of this solution set is W [x, x?] = 2¢%. Thus the solutions are linearly
independent for ¢ > 0. Hence the general solution is

1 1
X = 01(1)t4+62<3)t2.

22. As shown in Prob. 19, solution of the ODE requires analysis of the equations

(5 S0 )E) =)

For a nonzero solution, we must have det(A — r1) = r? + 2r = 0. The roots of the

characteristic equation are , = 0 and r, = — 2. For r = 0, the system of equations
reduces to 4&, = 3&,. The corresponding eigenvector is £ = (3,4)". Setting
r = — 2 results in the single equation 2¢&, — & = 0. A corresponding eigenvector is

€% = (1,2)". It follows that

3 1
xV = (4) and x? = (2)t2.

The Wronskian of this solution set is W [x!), x®] = 2¢72. These solutions are
linearly independent for £ > 0. Hence the general solution is

3 1\,
X=C 4 "‘CQ 2 t .

23. Setting x = £ t" results in the algebraic equations

(2 L2 )E)-(6)

For a nonzero solution, we must have det(A — r1) = r> —r — 2 = 0. The roots of
the characteristic equation are r, = 2 and r, = — 1. Setting r = 2, the system of
equations reduces to & — 2&, = 0. The corresponding eigenvector is £ = (2,1)".
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With » = — 1, the system is equivalent to the equation 2, — & = 0. An eigenvector
is £€® = (1,2)". It follows that

2 1
xV = (1)752 and x? = (2>t1.

The Wronskian of this solution set is W[x", x®] = 3¢. Thus the solutions are linearly
independent for ¢ > 0. Hence the general solution is

2 1
X = Cl(1>t2 +CQ(2)t_1.

24(a). The general solution is
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O 05040608 1 12141618 2 22242628 3
1

26(a). The general solution is

110 12 14
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10
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28(a). We note that (A — r,1)é® =0, for i = 1,2.
(b). Tt follows that (A — r,1)éW) = A& — 7€) = £0) — p ()

(¢). Suppose that £) and ¢ are linearly dependent. Then there exist constants ¢,
and ¢, , not both zero, such that clf(l) + 025(2) = 0. Assume that ¢, # 0. Itis clear
that (A — r.I) (€W + ¢, €?) = 0. On the other hand,

(A = 70) (&Y + ¢, €¥) = ci(r — 1)€Y + 0
= ¢ (r —r)gl.

Since 7, # 15, we must have ¢, = 0, which leads to a contradiction.

(d). Note that (A — r1)€®) = (r, —r)€@.
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(e). Letn = 3, with r; # 7, # r5. Suppose that £V, €@ and £®) are indeed linearly
dependent. Then there exist constants ¢, , ¢, and c3, not all zero, such that

€Y + 6 + " = 0.

Assume that ¢; # 0. Itis clear that (A — 7,1) (015(1) + @ 4+ 035(3)) =10. Onthe
other hand,

(A = D) (€Y + 6, €% + c€W) = (= ;)€Y + ey(ry — 1)€Y,

It follows that ¢, (r; — 1)€Y + ¢;(ry — 7,)€®) = 0. Based on the result of Part (a),
which is actually not dependent on the value of n, the vectors €Vand £€®) are linearly
independent. Hence we must have ¢, (r, — ry) = ¢3(rs — r,) = 0, which leads to

a contradiction.

29(a). Letx, =y and z, = y'. It follows that =] = z, and

‘IQI y/l
1( b ,)
= — —(cy+ .
Yy Yy

In terms of the new variables, we obtain the system of two first order ODEs
!/
:L‘l = X9

1
T, = — E(C$1+b$2)~

(b). The coefficient matrix is given by

()
A - ¢ N Q .
Setting x = & " results in the algebraic equations
—r 1 &\ (0
- )e) =)
For a nonzero solution, we must have
b
det(A —rI) =r* 4+ —r + £oo.
a a
Multiplying both sides of the equation by a, we obtain ar? +br +c¢ = 0.
30. Solution of the ODE requires analysis of the algebraic equations
1—r 1 SANENAL
4 —2—-rJ\&)  \o)°

For a nonzero solution, we must have det(A — rI) = 0. The characteristic equation is

page 378



CHAPTER 7. ——

8072 +247r+1 =0, withroots 7, = —1/4 and 7, = — 1/20. With r = —1/4,
the system of equations reduces to 2&, + & = 0. The corresponding eigenvector is
€V = (1, —2)". Substitution of » = — 1/20 results in the equation 2¢, — 3& = 0.

A corresponding eigenvector is £® = (3,2)". Since the eigenvalues are distinct, the

general solution is
1 N 3\ _
x:cl( _2>e t/4+c2(2)e t/20

Invoking the initial conditions, we obtain the system of equations

G +3c=—17
_261+262: —21.

Hence ¢, =29/8 and ¢, = — 55/8, and the solution of the IVP is

X_s(—2>e 8(2)6 '

ul & %2

& koo
et

'
]
1

-124
-144
-164
181
-207

(c). Both functions are monotone increasing. It is easy to show that — 0.5 < z,(¢) < 0
and — 0.5 < xz,(t) < 0 provided that t > T' ~ 74.39.

31(a). For @ = 1/2, solution of the ODE requires that

—1—r -1 SRNAL

—1/2 —-1-r)\&) \o)
The characteristic equation is 27° + 47+ 1 =0, withroots r, = — 1+ 1/ \/5 and
rp=—1-1/ \/5 . With r= —14+1/ \/5 , the system of equations reduces to

T
V/2& +2& = 0. The corresponding eigenvector is £1) = < /2, 1) . Substitution

page 379



CHAPTER 7. ——

of r=—1- 1/\/5 results in the equation \/551 —2& = 0. An eigenvector is
T
£® = (\/5 , 1) . The general solution is

( V2 )<f>/(f )ewﬁw

1 1
The eigenvalues are distinct and both negative. The equilibrium point is a stable node.

(b). For o = 2, the characteristic equation is given by 72 + 27 — 1 = 0, with roots
r=—1+ ﬁand ry= —1-— \/5 With r = — 1+ ﬁ,thesystemofequations
reduces to \/551 + &, = 0. The corresponding eigenvector is £V = (1 . — \/i)T
Substitutionof r = — 1 — \/5 results in the equation \/551 — & = 0. An eigenvector
is €% = (1 , \/§)T The general solution is

e L) e )

The eigenvalues are of opposite sign, hence the equilibrium point is a saddle point.
32. The system of differential equations is

A= D)6

Solution of the system requires analysis of the eigenvalue problem

)OO

A AL
The characteristic equation is 72 + 37 + 2, withroots r, = — 1 and r, = — 2. With
r = — 1, the equations reduce to &, — & = 0. A corresponding eigenvector is given

by €W = (1,1)". Setting r = — 2, the system reduces to the equation 3¢, — & = 0.
An eigenvector is £€® = (1,3)". Hence the general solution is

()=o)

(b). The eigenvalues are distinct and both negative. We find that the equilibrium point
(0,0) is a stable node. Hence all solutions converge to (0,0).

NG ENIE

33(a). Solution of the ODE requires analysis of the algebraic equations
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0
0)

=0.

(— _

1
T (51)
1
—om ") \&
The characteristic equation is

T2+ L+CR1R2 T+R1+R2
LCRQ LCRQ

The eigenvectors are real and distinct, provided that the discriminant is positive.
That is,

L 2
+CR1R2 _ 4 Ry + Ry >0,
LCR, LCR;

which simplifies to the condition
1 R\ 4
—— ) —— >0.
(C’ Ry, L ) LC

(b). The parameters in the ODE are all positive. Observe that the sum of the roots is

L+ CRRy
T T ILCR, <0.

=

Also, the product of the roots is

Ry + Ry

7LC’R2 > 0.

It follows that both roots are negative. Hence the equilibrium solution I =0,V =0
represents a stable node, which attracts a// solutions.

(c). If the condition in Part (a) is not satisfied, that is,
2
RV 4
CRy, L LC —
then the real part of the eigenvalues is

L+ CRiR,
Re(r,) = — W

As long as the parameters are all positive, then the solutions will still converge to the
equilibrium point (0, 0).
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