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Section 7.3

4.  The augmented matrix is

Î Ñ
Ï Ò

" #  " l !
# " " l !
"  " # l !

Þ

Adding  times the  # first row second row first row to the  and subtracting the  from the
third row results in

Î Ñ
Ï Ò

" #  " l !
!  $ $ l !
!  $ $ l !

Þ

Adding the negative second row third row of the  to the  results in

Î Ñ
Ï Ò

" #  " l !
!  $ $ l !
! ! ! l !

Þ

We evidently end up with an equivalent system of equations

B  #B  B œ !

 B  B œ ! Þ
" # $

# $

Since there is no unique solution, let , where  is arbitrary.  It follows thatB œ$ ! !
B œ B œ # "! !, and .  Hence all solutions have the form

x œ Þ
 "
"
"

!
Î Ñ
Ï Ò

5.  The augmented matrix is

Î Ñ
Ï Ò

" !  " l !
$ " " l !
 " " # l !

Þ

Adding  times the  $ first row second row first row last row to the  and adding the  to the 
yields

Î Ñ
Ï Ò

" !  " l !
! " $ l !
! " " l !

Þ

Now add the negative of the  to the  to obtainsecond row third row
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Î Ñ
Ï Ò

" !  " l !
! " $ l !
! !  # l !

Þ

We end up with an equivalent linear system

B  B œ !

B  $B œ !

B œ ! Þ

" $

# $

$

Hence the unique solution of the given system of equations is B œ B œ B œ ! Þ" # $

7.  Write the given vectors as  of the matrixcolumns

X œ Þ
# !  "
" " #
! ! !

Î Ñ
Ï Ò

It is evident that .  Hence the vectors are .  In order to find./> œ !a bX linearly dependent
a linear relationship between them, write   The latter-  -  - œ Þ" # $x x x 0a b a b a b" # $

equation is equivalent to

Î ÑÎ Ñ Î Ñ
Ï ÒÏ Ò Ï Ò

# !  " - !
" " # - !
! ! ! - !

œ
"

#

$

.

Performing elementary row operations,

Î Ñ Î Ñ
Ï Ò Ï Ò

# !  " l ! " !  "Î# l !
" " # l ! ! " &Î# l !
! ! ! l ! ! ! ! l !

p Þ

We obtain the system of equations

-  - Î# œ !

-  &- Î# œ ! Þ
" $

# $

Setting , it follows that  and   Hence- œ # - œ " - œ  & Þ$ " $

x x x 0a b a b a b" # $ &  # œ Þ

9.  The matrix containing the given vectors as columns is

X œ Þ

" #  " $
# $ !  "
 " " # "
!  " # $

Î ÑÐ ÓÐ Ó
Ï Ò
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We find that .  Hence the given vectors are ../> œ  (!a bX linearly independent

10.  Write the given vectors as  of the matrixcolumns

X œ Þ
" $ # %
# "  " $
 # ! "  #

Î Ñ
Ï Ò

The  vectors are necessarily .  Hence there are nonzero scalarsfour linearly dependent
such that   The latter equation is equivalent to-  -  -  - œ Þ" # $ %x x x x 0a b a b a b a b" # $ %

Î Ñ
Ï Ò

Î Ñ Î ÑÐ Ó Ð ÓÐ Ó Ð Ó
Ï Ò Ï Ò

" $ # %
# "  " $
 # ! "  #

- !
- !
- !
- !

œ

"

#

$

%

.

Performing elementary row operations,

Î Ñ Î Ñ
Ï Ò Ï Ò

" $ # % l ! " ! ! " l !
# "  " $ l ! ! " ! " l !
 # ! "  # l ! ! ! " ! l !

p Þ

We end up with an equivalent linear system

-  - œ !

-  - œ !

- œ ! Þ

" %

# %

$

Let .  Then  and Therefore we find that- œ  " - œ " - œ " Þ% " #

x x x 0a b a b a b" # % œ Þ

11.  containing the given vectors as The matrix , , is of size .  Sincecolumns X 8 ‚7
8  7 7 8, we can augment the matrix with  rows of .  The resulting matrix, ,zeros X~

is of size .  Since  is square matrix, with  one row of , it follows7‚7 X~ at least zeros
that   Hence the column vectors of  are linearly dependent.  That is, there./> œ ! Þˆ ‰X X~ ~

is a  vector, , such that .  If we write only the first  rows of thenonzero c X c 0~
œ 87‚"

latter equation, we have .  Therefore the column vectors of  are X c 0 Xœ 8‚" linearly
dependent.

12.  By inspection, we find that

x xa b a b" #
>a b a b Œ >  # > œ Þ

 /
!

Hence , and the vectors are .$ >  ' >  > œx x x 0a b a b a b" # $a b a b a b linearly dependent

13.  Two vectors are  if and only if one is a  scalar multiplelinearly dependent nonzero
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of the other.  However, there is no  scalar, , such that  andnonzero - # =38 > œ - =38 >
=38 > œ #- =38 > > − _ß_ for all .  Therefore the vectors are .a b linearly independent

16.  The eigenvalues  and eigenvectors  satisfy the equation- x

Œ Œ  Œ $   #
%  " 

B !

B !
œ Þ

-
-

"

#

For a nonzero solution, we must have , that is,a ba b$   "   ) œ !- -

- -#  #  & œ ! Þ

The eigenvalues are  and   The components of the eigenvector- -" #œ "  # 3 œ "  # 3 Þ
xa b"  are solutions of the system

Œ Œ  Œ #  # 3  #
%  #  # 3

B !

B !
œ Þ

"

#

The two equations reduce to .  Hence   Now settinga b a b"  3 B œ B œ " ß "  3 Þ" #
" Xxa b

- -œ œ "  # 3# , we have

Œ Œ  Œ #  # 3  #
%  #  # 3

B !

B !
œ

"

#

,

with solution given by xa b# Xœ " ß "  3 Þa b
17.  The eigenvalues  and eigenvectors  satisfy the equation- x

Œ Œ  Œ  #  "
"  # 

B !

B !
œ Þ

-
-

"

#

For a nonzero solution, we must have , that is,a ba b #   #   " œ !- -

- -#  %  $ œ ! Þ

The eigenvalues are  and   For , the system of equations- - -" # "œ  $ œ  " Þ œ  $
becomes

Œ Œ  Œ " "
" "

B !

B !
œ

"

#

,

which reduces to .  A solution vector is given by B  B œ ! œ " ß  " Þ" #
" Xxa b a b

Substituting , we have- -œ œ  "#

Œ Œ  Œ  " "
"  "

B !

B !
œ

"

#

.

The equations reduce to .  Hence a solution vector is given by B œ B œ " ß " Þ" #
# Xxa b a b

19.  The eigensystem is obtained from analysis of the equation
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 ÈÈ Œ  Œ "  $

$  " 

B !

B !
œ Þ

-

-

"

#

For a nonzero solution, the determinant of the coefficient matrix must be zero.  That is,

-#  % œ ! Þ

Hence the eigenvalues are  and   Substituting the first eigenvalue,- -" #œ  # œ # Þ
- œ  # , yields

 ÈÈ Œ  Œ $ $

$ "

B !

B !
œ Þ

"

#

The system is equivalent to the equation .  A solution vector is givenÈ$ B  B œ !" #

by   Substitution of  results inxa b" X

œ " ß  $ Þ œ #Š ‹È -

 ÈÈ Œ  Œ  " $

$  $

B !

B !
œ

"

#

,

which reduces to .  A corresponding solution vector is B œ $ B œ $ ß " Þ" #
#

XÈ ÈŠ ‹xa b

20.  The eigenvalues  and eigenvectors  satisfy the equation- x

Œ Œ  Œ  $  $Î%
 & " 

B !

B !
œ Þ

-
-

"

#

For a nonzero solution, we must have , that is,a ba b $  "   "&Î% œ !- -

- -#  #  $Î% œ ! Þ

Hence the eigenvalues are  and   In order to determine the- -" #œ  $Î# œ  "Î# Þ
eigenvector corresponding to , set .  The system of equations becomes- -" œ  $Î#

Œ Œ  Œ  $Î# $Î%
 & &Î#

B !

B !
œ

"

#

,

which reduces to .  A solution vector is given by  #B  B œ ! œ " ß # Þ" #
" Xxa b a b

Substitution of  results in- -œ œ  "Î##

Œ Œ  Œ  &Î# $Î%
 & $Î#

B !

B !
œ

"

#

,

which reduces to .  A corresponding solution vector is "! B œ $B œ $ ß "! Þ" #
# Xxa b a b

22.  The eigensystem is obtained from analysis of the equation
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Î ÑÎ Ñ Î Ñ
Ï ÒÏ Ò Ï Ò

$  # # B !
" %  " B !
 #  %  "  B !

œ
-

-
-

"

#

$

.

The characteristic equation of the coefficient matrix is , with- - -$ # '  ""  ' œ !
roots ,  and .  Setting , we have- - - - -" # $ "œ " œ # œ $ œ œ "

Î ÑÎ Ñ Î Ñ
Ï ÒÏ Ò Ï Ò

# # # B !
" $ " B !
 #  %  # B !

œ
"

#

$

.

This system is reduces to the equations

B  B œ !

B œ ! Þ
" $

#

A corresponding solution vector is given by   Setting ,xa b" X
#œ " ß ! ß  " Þ œ œ #a b - -

the  system of equations isreduced

B  #B œ !

B œ ! Þ
" #

$

A corresponding solution vector is given by   Finally, settingxa b# Xœ  # ß " ß ! Þa b
- -œ œ $$ , the  system of equations isreduced

B œ !

B  B œ ! Þ
"

# $

A corresponding solution vector is given by xa b$ Xœ ! ß " ß  " Þa b
23.  For computational purposes, note that if  is an eigenvalue of , then  is an- -B -
eigenvalue of the matrix    Eigenvectors are unaffected, since they are onlyA Bœ - Þ
determined up to a scalar multiple.  So with

B œ
""  # )
 # # "!
) "! &

Î Ñ
Ï Ò,

the associated characteristic equation is , with. . .$ # ")  )"  "%&) œ !
roots ,  and .  Hence the eigenvalues of the given matrix, ,. . ." # $œ  * œ * œ ") A
are  ,  and .  Setting , which corresponds to- - - - -" # $ "œ  " œ " œ # œ œ  " Ð
using  in the  problem  the  system of equations is." œ  * Ñmodified reduced

# B  B œ !

B  B œ ! Þ
" $

# $

A corresponding solution vector is given by   Setting ,xa b" X
#œ " ß # ß  # Þ œ œ "a b - -

the  system of equations isreduced
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B  #B œ !

B  #B œ ! Þ
" $

# $

A corresponding solution vector is given by   Finally, settingxa b# Xœ # ß  # ß  " Þa b
- -œ œ "# , the  system of equations isreduced

B  B œ !

#B  B œ ! Þ
" $

# $

A corresponding solution vector is given by xa b$ Xœ # ß " ß # Þa b
25.  Suppose that , but that .  Let   Using elementary rowAx 0 x 0 Aœ Á œ + Þa b34

operations, it is possible to transform the matrix into one that is  upper triangular.not
If it were upper triangular, backsubstitution would imply that .  Hence a linearx 0œ
combination of all the rows results in a row containing only .  That is, there arezeros
8 4 scalars, , one for each row and not all zero, such that for each for column ,"3

"
3œ "

8

3 34" + œ ! .

Now consider .  By definition, , or    It follows thatA‡
34 34 43 34 43œ , , œ + + œ , Þa b

for each ,4

" " "
3œ "

8 8 8

3 43 45 5 45 5

5 œ" 5 œ"

" " ", œ , œ , œ ! .

Let .  We therefore have  vector, , such that .y y A y 0œ ß ßâß œˆ ‰" " "" # 8

X nonzero ‡

26.  By definition,

a b a b"
" "

Ax y Axß œ C

œ + B C Þ

3œ!

8

3 3

3œ ! 4œ!

8 8

34 4 3

Let , so that    Now interchanging the order or summation,, œ + + œ , Þ34 43 34 43

a b " "
" "

Ax yß œ B + C

œ B , C Þ

4œ! 3œ!

8 8

4 34 3

4œ ! 3œ!

8 8

4 43 3

Now note that
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" " a b
3œ ! 3œ!

8 8

43 3 43 3
‡

4, C œ , C œ A y .

Therefore

a b a b a b"Ax y A y x A yß œ B œ ß
4œ!

8

4
‡

4
‡ .

28.  By linearity,

A x Ax A
b 0
b

ˆ ‰a b a b! ! œ 

œ 

œ Þ

! !0 0

29.  Let .  By the hypothesis, there is a nonzero vector, , such that- œ +34 43 y

" "
4œ " 4œ"

8 8

34 4 43 4- C œ + C œ ! 3 œ "ß #ßâß 8,  .

Taking the  of both sides, and interchanging the indices, we haveconjugate

"
3œ "

8

34 3+ C œ ! Þ

This implies that a linear combination of  of  is equal to .  Now considereach row zeroA
the augmented matrix .  Replace the  row byc dA bl last

" "c d – —
3œ " 3œ"

8 8

3 3 3 38 3C + ß + ßâß + ß , œ ! ß ! ßâß ! ß C , Þ" # 3 3

We find that if , then the last row of the augmented matrix contains only zeros.a bb yß œ !
Hence there are  remaining equations.  We can now set , some parameter,8  " B œ8 !
and solve for the other variables in terms of    Therefore the system of equations! Þ
Ax bœ  has a solution.

30.  If  is an eigenvalue of , then there is a nonzero vector, , such that- œ ! A x

Ax x 0œ œ- .

That is,  has a nonzero solution.  This implies that the mapping defined by  isAx 0 Aœ
not 1-to-1 , and hence not invertible.  On the other hand, if  is singular, thenA
./> œ !Þa bA
Thus,  has a nonzero solution.  The latter equation can be written as Ax 0 Ax xœ œ ! Þ

31.  As shown in Prob. , .  By definition of a  matrix,#' ß œ ßa b a bAx y x A y‡ Hermitian
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A Aœ Þ‡

32 .  Based on Prob. , .a b a b a b+ $" ß œ ßAx x x Ax

a b, Þ.  Let  be an eigenvector corresponding to an eigenvalue   It then follows thatx -a b a b a b a bAx x x x x Ax x xß œ ß ß œ ß Þ- - and   Based on the properties of the inner product,a b a b a b a b a b- - - -x x x x x x x xß œ ß ß œ ß + and .  Then from Part ,

- -a b a bx x x xß œ ß Þ

a b a b- ,.  From Part ,

ˆ ‰a b- - ß œ ! Þx x

Based on the definition of an eigenvector,   Hence  we must havea b l lx x xß œ  ! Þ#

- - - œ ! , which implies that  is .real

33.  From Prob. ,$"

ˆ ‰ ˆ ‰Ax x x Axa b a b a b a b" # " #ß œ ß .

Hence

- - -" # #ˆ ‰ ˆ ‰ ˆ ‰x x x x x xa b a b a b a b a b a b" # " # " #ß œ ß œ ß ,

since the eigenvalues are real.  Therefore

a bˆ ‰- -" # ß œ !x xa b a b" # .

Given that , we must have .- -" #Á ß œ !ˆ ‰x xa b a b" #


