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Chapter Four
Section 4.1

1. The differential equation is in standard form. Its coefficients, as well as the function
g(t) = t, are continuous everywhere. Hence solutions are valid on the entire real line.

3. Writing the equation in standard form, the coefficients are rational functions with
singularities at ¢t = 0 and ¢ = 1. Hence the solutions are valid on the intervals ( — 00,0),
(0,1),and (1,00).

4. The coefficients are continuous everywhere, but the function g(¢) = Int is defined
and
continuous only on the interval (0, cc0). Hence solutions are defined for positive reals.

5. Writing the equation in standard form, the coefficients are rational functions with a
singularity at z, = 1. Furthermore, p,(x) = tanx/(x — 1) is undefined, and hence not
continuous, at x, = £(2k + 1)7/2, k =0,1,2,---. Hence solutions are defined on any
interval that does not contain x, or x, .

6. Writing the equation in standard form, the coefficients are rational functions with
singularities at x = £+ 2. Hence the solutions are valid on the intervals ( — oo, — 2),
(—2,2),and (2,00).

7. Evaluating the Wronskian of the three functions, W ( f, f», fs) = — 14. Hence the
functions are linearly independent.

9. Evaluating the Wronskian of the four functions, W (f,, f», f3, f1) = 0. Hence the
functions are linearly dependent. To find a linear relation among the functions, we need
to find constants c¢,, ¢, c3, ¢y , not all zero, such that

e fi(t) + eafo(t) + csfs(t) +cufi(t) = 0.
Collecting the common terms, we obtain
(CQ +2C3 +C4)t2 + (261 — C3 +C4)t+ ( - 361 +CQ +C4) == 09

which results in three equations in four unknowns. Arbitrarily setting ¢, = — 1, we can
solve the equations ¢, +2¢; =1,2¢; —¢c; =1, — 3¢, + ¢, = 1, to find that ¢, = 2/7,
¢, =13/7,¢; = —3/7. Hence

2f1(t) +13/2(t) = 3f5(t) — 7/fu(t) = 0.

10. Evaluating the Wronskian of the three functions, W (f,, f,, fs) = 156 . Hence the
functions are linearly independent.
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11. Substitution verifies that the functions are solutions of the ODE. Furthermore, we

have
W(1,cost,sint) =1.

12. Substitution verifies that the functions are solutions of the ODE. Furthermore, we
have W (1,t,cost,sint) = 1.

14. Substitution verifies that the functions are solutions of the ODE. Furthermore, we
have W (1,t,e7t,te™?) = e 2.

15. Substitution verifies that the functions are solutions of the ODE. Furthermore, we
have W (1, z,2%) = 6x.

16. Substitution verifies that the functions are solutions of the ODE. Furthermore, we
have W (z,2?,1/z) = 6/x.
18. The operation of taking a derivative is linear, and hence

)(k’) (k) (k)

(Y1 + Yo =yt ey, .

It follows that
I . m (n) (n-1) -7,
[y + cayp] = iy + ey, + [0191 + Y, ] + o 4 pufeiy + eyl

Rearranging the terms, we obtain L[c,y, + ¢y,] = ¢, L{y1] + ¢, L[y,]. Since y, and y,
are solutions, L[c,y, + ¢,y,] = 0. The rest follows by induction.

19(a). Note that d*(t")/dt* = n(n —1)---(n —k+ 1)t" % fork =1,2,---,n.
Hence

L[t"] = agn! + ay[n(n — 1)--2)t + - a,_ nt" ' 4 a,t".

(b). We have d*(e")/dtk = r¥e™, for k = 0,1,2,---. Hence

L|:€7't] = q, Tnert + alrn—lert 4o a, T ert + a, e’rt

= [ao a4 a4 an]e”.

(¢). Sety = e, and substitute into the ODE. It follows that r* — 572 +4 = 0, with
r = 41,4 2. Furthermore, W (e!, e, %, e72) = 72.

20(a). Let f(t) and g(t) be arbitrary functions. Then W (f,g) = fg’ — f'g. Hence
W’(f,g) _ f/g/+fg//_f//g_f/g/ _ fg"—f"g. That is,
W’(f,g) = ‘ff// gg// .

Now expand the 3-by-3 determinant as
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/ / / / / /
Yo Y3 Y Y Y Y
W ) yYs) — - + : .
(yl Y2 ys) U yQ// yg// Yo yll/ y‘s” Ys yl// yQ//
Differentiating, we obtain
/ / / / / /
W) =ui| g =l g bl
/ / / / / /
+ U y/Z// y/g// — Y2 y/lll y/3// + Y3 y}// y/2// .
2 Ys 1 Ys 1 2

The second line follows from the observation above. Now we find that

/

) Y, ?JQ/ yyf Y1 Ys Y3
Wiy, yesys) = |9 ¥ ¥ |+ W ¥ Ui

" i " "

y!' oy oyl "y oy

Hence the assertion is true, since the first determinant is equal to zero.

(b). Based on the properties of determinants,

Psyr P3Y2 PsYs
pZ(t)pS(t)W/ =Dy Py DY
yll// yz/// y3///
Adding the first two rows to the third row does not change the value of the determinant.
Since the functions are assumed to be solutions of the given ODE, addition of the rows
results in

/ YZ D3 Y2 D3Ys
y%) (t)p‘s (t)W = Do y{ Do ygl Do yg/
— D y{’ — D yQN — D 3/3//

It follows that p,(t)ps(H)W' = — pi(t)p.(t)ps(t)W . As long as the coefficients are not
zero, we obtain W' = — p,(t)W.

(c). The first order equation W' = — p,(¢t)W is linear, with integrating factor u(t) =
= exp([pi(t)dt). Hence W (t) = cexp(— [pi(t)dt) . Furthermore, W (t) is zero
onlyifc =0.

(d). Tt can be shown, by mathematical induction, that

Y1 Yo e Yn— Yn
/ / !/ /
yl y? T yn—l yn
W,(ylay%"'ayn) = (: 2 (n-2) (n-2) :
n— n— n— n—
'y Yoo Yo
w ey

page 148



CHAPTER 4. ——

Based on the reasoning in Part(b), it follows that
P(t)ps() P ()W = — pi()pa(t)ps(8) - pu ()W,
and hence W' = — p,(t)W.

22. Inspection of the coefficients reveals that p,(¢) = 0. Based on Prob. 20, we find
that W/’ =0, and hence W = c.

23. After writing the equation in standard form, observe that p,(¢) = 2/¢t. Based on the
results in Prob. 20, we find that W/ = ( — 2/t)W , and hence W = ¢/t%.

24. Writing the equation in standard form, we find that p, (¢) = 1/t. Using A4bel's
formula, the Wronskian has the form W (t) = cexp( — [1dt) = c/t.

25(a). Assuming that ¢,y (t) + coys(t) + -+ + ¢y, (t) = 0, then taking the first n — 1
derivatives of this equation results in

k k :
ey’ () + e (1) + -+ ey () = 0
for k=0,1,---,n — 1. Setting t = t,, we obtain a system of n algebraic equations with
unknowns ¢, ¢y, -+, ¢, . The Wronskian, W (yy, ys, -+, ¥ )(t0), is the determinant of the
coefficient matrix. Since system of equations is homogeneous, W (yy, 42, -+, ¥, ) (o) 7# O
implies that the only solution is the #rivial solution, ¢, = ¢, = --- =¢, = 0.

(b). Suppose that W (y,, ys, -+, y,)(ty) = 0 for some ¢,. Consider the system of
algebraic
equations

ey () + ey () + - + ey (1) = 0,

k=0,1,---,n — 1, with unknowns ¢, ¢,, - - -, ¢, . Vanishing of the Wronskian, which is
the determinant of the coefficient matrix, implies that there is a nontrivial solution of the
system of homogeneous equations. That is, there exist constants ¢y, ¢, - -+, ¢, , not all
zero, which satisfy the above equations. Now let

y(t) = e (t) + caa(t) + -+ + coya(t).

Since the ODE is linear, y(t) is also a nonzero solution. Based on the system of algebraic
equations above, y(t,) = y'(t,) = --- = y" Y(t,) = 0. This contradicts the uniqueness
of the identically zero solution.

26. Let y(t) = yi(t)v(t). Theny' =y/v+yv', y” =y/'v+2y/v' + y,v”, and
y" =y v+ 3y"v" + 3y/v"” + yv0"”. Substitution into the ODE results in

"

y"v + 3y + 3yiv” +yv” + oyl v+ 2yiv 4+ yiv”] + poyiv + yiv'] + payiv = 0.

Since y, is assumed to be a solution, all terms containing the factor v(¢) vanish. Hence
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yiv"” + oy + 3y " + By, + 2piy) + pyi|v’ =0,

which is a second order ODE in the variable u = v’.

28. First write the equation in standard form:

" t+2 1 t+1 / 6
— 6 —
t(t+3)y * t2(t+3)y t2(t+3

=0

Let y(t) = t?v(t). Substitution into the given ODE results in

H+q)

t2 " 3
S

=0.

Set w = v”. Then w is a solution of the first order differential equation

t+4

/
3
R Tra

w =

This equation is /inear, with integrating factor ;(t) = t*/(t + 3). The general solution
is w = c(t + 3)/t*. Integrating twice, it follows that v(t) = c;t ™ + ¢;t 72 + ¢yt + cs.
Hence y(t) = cit + ¢; + ct3 + c5t%. Finally, since y,(t) = t? and 1, (¢) = t3are given
solutions, the third independent solution is y;(t) = ¢t + ¢; .
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