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Section 7.4

3. Eq. (14) states that the Wronskian satisfies the first order linear ODE

aw

ﬁ = (pn + P+ - +pnn)W-

The general solution is
W(t) = Cemp[/(pn + P+ +pnn)dt:| >

in which C' is an arbitrary constant. Let X; and X, be matrices representing two sets
of fundamental solutions. It follows that

det(X;) = Wy(t) = Crexp U(pn + po e+ pnn)dt:|
det(XQ) = WZ(t) - 02€$P |:/(p11 + D22 + -+ pnn)dt:| .

Hence det(X;)/det(X2) = C1/Cy. Note that Cy # 0.

4. First note that p;; + p» = — p(t). As shown in Prob. (3),
Wx® ,x®)] = ¢ e/,

For second order linear ODE, the Wronskian (as defined in Chap. 3) satisfies the first
order differential equation W' + p(t)IW = 0. It follows that

W[y(l) ,y(2)] — ¢y e JP®L,
Alternatively, based on the hypothesis,

1
y( ) = Q1 Ty + Qi o

y(2) = Q91 T11 + Qg2 Tyo .
Direct calculation shows that

Qq T+ Qia T Qg Tip + Qg Typ
/ / !/ !/
A&y + Qua®yy Qg Ty + Qg Ty

Wy, y®) =

!/ !/
= (04110522 - 04120421>~’L’1151712 - (04110422 - 04120421)551251711
= (04110422 - 04120421)%1%2 - (04110422 - 04120421)%21'21«

Here we used the fact that =/ = z,. Hence

W [y(l) 7y(2):| = (10 — a0 )W [X(l) 7X(2)} .

5. The particular solution satisfies the ODE [x(p)], =P(t)x?) + g(t). Now let
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X = ¢(t) be any solution of the homogeneous equation. Thatis, x’ = P(¢)x . We know
that x = x°, in which x¢ is a linear combination of some fundamental solution. By
linearity of the differential equation, it follows that x = x(*) 4+ x“ is a solution of the
ODE. Based on the uniqueness theorem, all solutions must have this form.

7(a). By definition,

t2 et

WO X0 =1

= (* —2t)e".

(b). The Wronskian vanishes at t, = 0 and ¢, = 2. Hence the vectors are linearly
independent on D = ( —00,0) U (0,2) U (2,00).

(c). Tt follows from Theorem 7.4.3 that one or more of the coefficients of the ODE
must be discontinuous at £, = 0 and ¢, = 2. If not, the Wronskian would not vanish.

(d). Let
t? e
=)+ (0)
Then
r 2t el
X = 9 + ¢ o
On the other hand,

D1 D2 X =¢ D1 Di2 t? + e D1 D2 ef
Da1 D2 Da1 D2 2t Po1 P2 et
_ (Cl [p11t2 + 2p12t] + co [pll + pl?]et)
C1 [p21t2 + 2p22t] + co [p21 + p22]€t

Comparing coefficients, we find that

p11t2 + 2pot = 2t

pu+pe=1
]321752 + 2ppt = 2
P+ P = 1.

Solution of this system of equations results in

2 — 2t 2 -2

pn(t) =0 7p12(t) =1 7p21(t) = m 7p22(t) =

Hence the vectors are solutions of the ODE
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oo L 0 t2—2tx
22t \2—-2t t2-2

8. Suppose that the solutions xV, x? ... x are linearly dependent att = t,. Then
there are constants ¢, , ¢,, - -+, ¢, (not all zero) such that

arxV(ty) + e X (tg) + -+ + ¢, X" (t) = 0.

Now let z(t) = ¢;xV(t) + ¢, xXP(t) + -+ + ¢,, X" (t) . Then clearly, z(t) is a
solution of x’ = P(¢)x, with z(t,) = 0. Furthermore, y(¢) = 0 is also a solution,
with y(t,) = 0. By the uniqueness theorem, z(t) = y(t) = 0. Hence

ex(8) + ¢ XD () + -+ 0 X () = 0

on the entire interval « < ¢t < (3. Going in the other direction is trivial.

9(a). Let y(t) be any solution of x’ = P(¢)x. It follows that
2(t) + y(t) = exV(t) + c XV () + -+ + e, X" (2) + ¥(2)
is also a solution. Now let ¢, € (v, 3). Then the collection of vectors
xV (to), x? (to), -+, x(™ (to), y(to)

constitutes n + 1 vectors, each with n components. Based on the assertion in Prob. 11,
Section 7.3, these vectors are necessarily linearly dependent. That is, there are n + 1
constants b, , by, -+, b,, b, (not all zero) such that

bixV (o) + by X (tg) 4 +++ + by X" (t) + by ¥(t) = 0.
From Prob. 8, we have
DX (t) + by X2 () 4+ + b, X" () + by y(t) = 0

forallt € (a,3). Now b,,; # 0, otherwise that would contradict the fact that the
first n vectors are linearly independent. Hence

1
y(t) = — (bxV(t) + by xP(t) + -+ + b, x" (1)),

bn+1

and the assertion is true.

(b). Consider z(t) = ¢,xV(t) + ¢ xX?(¢) + -+ + ¢, x"(¢), and suppose that we also
have

2(t) = kyxW(t) + ky x@(t) + -+ k, x(t).

Based on the assumption,
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(kl - Cl)X<1)(t) + (kg - CQ)X<2)(t) + A + (kn, - C,I)X(n’)(t) = 0 .
The collection of vectors
X<1) (t)v X(Q) (t)a T X(n>(t)

is linearly independent on o < t < (3. It follows that k; —c¢; =0,for : =1,2,---,n.
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