CHAPTER 7. ——

Section 7.8
2. Setting x = £t results in the algebraic equations
4—r -2 SRNAL
8 - 4 - T 52 - 0 '
The characteristic equation is 72 = 0, with the single root » = 0. Substituting r = 0
reduces the system of equations to 2§, — & = 0. Therefore the only eigenvector is

& =(1,2)". One solution is
- (1
2 b

which is a constant vector. In order to generate a second linearly independent solution,
we must search for a generalized eigenvector. This leads to the system of equations

4 -2 T . 1

8 - 4 772 o 2 '
This system also reduces to a single equation, 21, — 7, = 1/2. Setting 1, = k, some
arbitrary constant, we obtain 7, = 2k — 1/2. A second solution is

= () 1)
_ (;>t+ ( _?/2) +k<;)

Note that the /ast term is a multiple of x" and may be dropped. Hence

¥= (o) (L)
() ()

The general solution is
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All of the points on the line z, = 2x, are equilibrium points. Solutions starting at all
other points become unbounded.

3. Solution of the ODE:s is based on the analysis of the algebraic equations
()0
A A
The characteristic equation is 7* + 27 + 1 = 0, with a single root » = — 1. Setting

r = — 1, the two equations reduce to &; — 2§, = 0. The corresponding eigenvector is
£ =(2,1)". One solution is
= (2)e
1

A second linearly independent solution is obtained by finding a generalized eigenvector.
We therefore analyze the system

)6)-6)

-1 3/ \m 2
The equations reduce to the single equation — n, + 21, = 2. Letn, = 2k. We obtain
1, = 1 + k, and a second linearly independent solution is

2 2k
@ _ te! —t
X (1> e+ ( 14 k) e
2 0 2
= (1>te_t + (1)6_t + k(l)e_t.
Dropping the last term, the general solution is

ool e ()]
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4. Solution of the ODE requires analysis of the algebraic equations

) @)-0)
3 2\ 0)
For a nonzero solution, we must have det(A — 1) = r% +r + i = 0. The only root
is r = — 1/2, which is an eigenvalue of multiplicity two. Setting r = — 1/2 is the

coefficient matrix reduces the system to the single equation — &, + & = 0. Hence the
corresponding eigenvector is £ = (1,1)". One solution is

1
(1 _ —t/2

o= (D)
In order to obtain a second linearly independent solution, we find a solution of the system

= )G =0)

- U 1)
There equations reduce to — 51, + 51, = 2. Setn, = k, some arbitrary constant. Then
ny =k +2/5. A second solution is

1 k
2 _— t —t/2 —t/2
= (1) (s
1 0 1
_ te—t/2 ~t/2 4 . /2
<1) e +>(2/5)e + 1 e

Dropping the /ast term, the general solution is

1 1
cea(Jeeel (e ()7

DU DOt
[\l [e28 Y[
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e / : <

e 4 -
_ e
Py = o~ i
i . o
- = R
s : e
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,///{j/?.wf/////////
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6. The eigensystem is obtained from analysis of the equation

- T 1 1 51 0
1 - T 1 52 = 0
1 1 —T 53 0
The characteristic equation of the coefficient matrix is > — 3r — 2 = 0, with
roots r, = 2 and 73 = — 1. Setting r = 2, we have
-2 1 1 & 0
1 -2 1 &L 1=10
1 1 -2 & 0

This system is reduced to the equations

51"5322 0
52—‘53:=0-
A corresponding eigenvector vector is given by £V = (1,1,1)". Setting r = — 1,
the system of equations is reduced to the single equation
S +&6E+E=0.
An eigenvector vector is given by €% = (1,0, — 1)T. Since the last equation has two
free variables, a third linearly independent eigenvector (associated with r = — 1) is
£€¥ = (0,1, —1)". Therefore the general solution may be written as
1 1 0
x=c¢ |1 e + Cy 0 e+ ey 1 e t.
1 -1 -1

7. Solution of the ODE requires analysis of the algebraic equations

(2 )E)=6)

For a nonzero solution, we must have det(A — r1) = r? 4+ 67 + 9 = 0. The only root
is » = — 3, which is an eigenvalue of multiplicity two. Substituting » = 3 into the
coefficient matrix, the system reduces to the single equation & — & = 0. Hence the
corresponding eigenvector is & = (1,1)". One solution is

1
1 — —3t
X (1)6 .

For a second linearly independent solution, we search for a generalized eigenvector.
Its components satisfy
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(=) G)=0)

that is, 4n, — 4n, = 1. Let 7, = k, some arbitrary constant. Then 7, =k + 1/4.
It follows that a second solution is given by

1 - k+1/4 _
@ _ 3t 3t
X (1>te +< 1 )e
_ 1 —3t 1/4 —3t L\ _5
—(1>te +<O)e +kle .

Dropping the last term, the general solution is

X = cl(i)e?’t +c2[<1)te3t - (1é4)e3t].

Imposing the initial conditions, we require that

1
Cl+102:3
61:2,

which results in ¢, = 2 and ¢, = 4. Therefore the solution of the IVP is

_ 3\ s 4 —3t
X—(2>6 +<4)te .

%1
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x1

&) _ (0
T 52 0 '
The characteristic equation is > + 27 + 1 = 0, with a single root 7 = — 1. Setting
r = — 1, the two equations reduce to — & + & = 0. The corresponding eigenvector is

¢ = (1,1)". One solution is
o (e

A second linearly independent solution is obtained by solving the system

EIONY

_ % s 1/)°
The equations reduce to the single equation — 37, + 31, = 2. Letn, = k. We obtain
ny = 2/3 + k, and a second linearly independent solution is

= G)te‘t + (233)e‘t +I<:G)e—t.

Dropping the last term, the general solution is

oo (Jerel (e ()]

Imposing the initial conditions, find that

N DN
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C = 3
2
¢+ gCQ = -1,
so that ¢; = 3 and ¢, = — 6. Therefore the solution of the IVP is

()

w1

10. The eigensystem is obtained from analysis of the equation

() (@)= ()

The characteristic equation is > = 0, with a single root » = 0. Setting 7 = 0, the two
equations reduce to & + 3¢, = 0. The corresponding eigenvector is & = ( —3,1)".
Hence one solution is
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w3
1 2

which is a constant vector. A second linearly independent solution is obtained from the

system

3 9 Ty -3

-1 =-3)\n/) \ 1)
The equations reduce to the single equation 7, + 31, = — 1. Letn, = k. We obtain
n = — 1 — 3k, and a second linearly independent solution is

-3 —1-3k
@ _
<= (30) ()
-3 -1 -3
-(3)e () (7))
Dropping the last term, the general solution is
x=ef )4 e (T
901 )T 0 )]

Imposing the initial conditions, we require that

— 301 — Cy = 2
CL = 4 ,
which results in ¢, = 4 and ¢, = — 14. Therefore the solution of the IVP is

= () ()

page 420



CHAPTER 7. ——

#1

400+

300+

200+

1004

12. The characteristic equation of the system is 873 4+ 6072 4+ 126 + 49 = 0. The

eigenvalues are r, = — 1/2 and ry3 = — 7/2. The eigenvector associated with r;
is €V = (1,1,1)". Setting » = — 7/2, the components of the eigenvectors must
satisfy the relation
51 + fz + fs =0.

An eigenvector vector is given by £ = (1,0, — 1)". Since the last equation has two
free variables, a third linearly independent eigenvector (associated with r = — 7/2)
is £ = (0,1, —1)". Therefore the general solution may be written as

1 1 0

x=c¢ |1 e t? 4 Cy 0 e T2 4 Cs 1 e 2,
1 -1 —1

Invoking the initial conditions, we require that

¢+ =2
C1 + C3 = 3
Ci —C — C3 = — 1.
Hence the solution of the IVP is
1 1 0
X = é 1 e—t/2 + g 0 e—?t/Q + é 1 6_7t/2.
3\ 1 3\ 1 3\ —1

13. Setting x = £ t" results in the algebraic equations

(7 )E)=(6)

The characteristic equation is 7> — 2r + 1 = 0, with a single root of T2 = 1. With
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r = 1, the system reduces to a single equation &, — 2&, = 0. An eigenvector is given by
¢ =(2,1)". Hence one solution is
2
n —
X = t.
(1)

In order to find a second linearly independent solution, we search for a generalized
eigenvector whose components satisfy

(=) ()= ()

These equations reduce to n;, — 27, = 1. Let 1, = k, some arbitrary constant. Then

m = 1+ 2k . [Before proceeding, note that if we set u = Int, the original equation is
transformed into a constant coefficient equation with independent variable u . Recall that
a second solution is obtained by multiplication of the first solution by the factor w. This
implies that we must multiply first solution by a factor of Int.]| Hence a second linearly

independent solution is
2 1+ 2k
@ = tint t
<= (3 ()

=) ()=o)

Dropping the last term, the general solution is

ool ()]

15. The characteristic equation is
r* —(a+d)r+ad —bc=0.

Hence the eigenvalues are

a-+d
2

To =

:I:%\/(a+d)2—4(ad—bc) |

16(a). Using the result in Prob. 15, the eigenvalues are
1 n vV L? —4R?*CL
2RC 2RCL '

The discriminant vanishes when L = 4R2C'L .

T = —
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(b). The system of differential equations is

alv)= (1 2)0)

The associated eigenvalue problem is

(77 )E)=0)

The characteristic equation is 72 + 7 + 1/4 = 0, with a single root of 7, = — 1/2.
Setting » = — 1/2, the algebraic equations reduce to 2§, + & = 0. An eigenvector is
given by &€ = (1, —2)". Hence one solution is

()=

A second solution is obtained from a generalized eigenvector whose components satisfy

BB
-1 - % Up -2
It follows that 7, = k and 7, = 4 — 2k . A second linearly independent solution is
\" 1 k
_ % —t/2
(v) = o) (i)
_ (1 —t/2 0\ _ipo L\ 4
—(_2)156 +(4)e +k o)

Dropping the last term, the general solution is

(v)=e( o)l (Lo e ()]

Imposing the initial conditions, we require that

01:1
—201—|—402:2,

which resultsin ¢; = 1 and ¢, = 1. Therefore the solution of the IVP is
Iy (1 —t/2 1 —t/2
(1) Q)L

18(a). The eigensystem is obtained from analysis of the equation
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5—r -3 —2\ /& 0
8 —5-r —4|l&l=]0

The characteristic equation of the coefficient matrix is 73 — 372 +3r — 1 = 0, witha
single root of multiplicity three, r = 1. Setting r = 1, we have

4 -3 -2\ /& 0
8 -6 —4|le]=10
—4 3 2 & 0

The system of algebraic equations reduce to a single equation
4:51 _352_253 :O.

An eigenvector vector is given by £ = (1,0,2)". Since the last equation has two
free variables, a second linearly independent eigenvector (associated with r = 1) is
£€® = (0,2, —3)". Therefore two solutions are obtained as

0
e! and x? = Y I
-3

< —

N O =

(b). It follows directly that x’ = £te! + €e! + ne! . Hence the coefficient vectors must
satisfy £te! + €e! + pe! = A€te! + Anel. Rearranging the terms, we have

ge! = (A —T)&te' + (A —T)pe'.
Given an eigenvector &, it follows that (A — I)p = £.
(c). Note that a linear combination of two eigenvectors, associated with the same

eigenvalue, is also an eigenvector. Consider the equation (A — 1) = ;€Y + ¢,€?.
The augmented matrix is

4 -3 -2 ‘ Cq
8 —6 —4 | 202
-4 3 2 | 2¢ -3¢

Using elementary row operations, we obtain

4 -3 =2 | C1
0 O 0 | —2¢+2¢
0 0 0 | 3C1 — 302

It is evident that a solution exists provided ¢, = ¢, .

(d). Let ¢, = ¢, = 2. The components of the generalized eigenvector must satisfy
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4 -3 -2\ [m 2
4 3 2 )\ —9

Based on Part (¢), the equations reduce to the single equation 417, — 3n, — 213 = 2.
Let 7, = « and 7, = 23, where « and (3 are arbitrary constants. We then have

so that
o 0 1 0
n= 203 = 0 +al 0| +8 2
—142a—33 -1 2 -3

Observe that 7 = €Y + €. Hence a third linearly independent solution is

(e). Given the three linearly independent solutions, a fundamental matrix is given by

el 0 2t et
Tit)=1 0 2¢! 4t e
2¢t —3e! —2tel — ¢!

(f). We construct the transformation matrix

1 2 0
T=1]0 4 0 ,
2 -2 -1
with inverse
1 —1/2 0
T'=1|0 1/4 0
2 -3/2 -1

The Jordan form of the matrix A is

e )

1 0
J=T'AT=|0 1
0 0

20(a). Direct multiplication results in
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XMoo 0 X0 0 M0 0
=10 X 20,F=[0 X 3x2|,J=|0 ) 4)3
0 0 M\ 0o 0 M 0 0 )

A0 0
J'’=1 0 M n\!
0 O A"
Then
A0 0 A0 O
Jt = 0 M\ npi\v1 0 X 1
0 O A" 0O 0 A
A A” 0 0
= 0 DD D RS W Ui
0 0 A"

Hence the result follows by mathematical induction.

(c). Note that J is block diagonal. Hence each block may be exponentiated. Using the
result in Prob. (19),

el 0 0
exp(Jt) = | 0 e teM
0 0 eM

(d). Setting A = 1, and using the transformation matrix T in Prob. (18),

1 2 0 et 0 0
Texp(Jt) = | 0 4 0 0 e te
2 -2 —-1)\o 0o ¢
et 2¢e! 2t et
=1 0 4e! 4t et
2¢t  — 2t —2tel —éf

Based on the form of J, exp(Jt) is the fundamental matrix associated with the solutions
y(l) - §(1)et, y(2) = (25(1) + 25(2))et and y<3) - (25(1) + 25(2))t6t + "7€t-

Hence the resulting matrix is the fundamental matrix associated with the solution set
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[EWe! | (26 + 26 ¢!, (26D + 262 te! + e’}
as opposed to the solution set in Prob. (18), given b
PP g y
{S”et L EDel (25(1> + 2§<2>)tet + net}.

21(a). Direct multiplication results in

2224 1 A3 3)\2 3\ A 4N 62
=10 XX 22|,F=[0 X 3X|,F=0 X 4)
0 0 )2 0 0 M 0 0 M

(b). Suppose that

P n)\nfl n(n;l) )\n72

J'=10 X nA" !
0 0 A"
Then
A" pAl ’”/(”2—1) A2 A1 0
=10 ot 0 A 1
0 0 A\ 0 0 A
AN N ph- N gl ’"1(”2—1))\ L\ 2
= 0 A A A" 4\ - A
0 0 A AT

The result follows by noting that

n)\nfl + n(nz_ 1))\ . )\7172 _ |:n + n(n _ 1):| )\nfl

(c). We first observe that
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n=0
D N AT te
n=0 ! n=1 (TL 1)'
in(n 1) n Qﬁ — ﬁ io: n—2 tn_2 — ﬁ At
= 2 n! 24 (n—2)! 2
Therefore
M et t;eAt
exp(Jt) =1 0 eM teM

(d). Setting A = 2, and using the transformation matrix T in Prob. (17),

2 42t 2 o

0 1 2 e 7€
Texp(Jt) = 1 1 0 0 2 et
-1 03/\0o o ¢
0 62t t62t + 26215
_ o2t te2t + o2t %6215 + te2t
2t _ o2t _ ﬁem + 32t

2
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