First Half of the Linear Algebra Course (wil 277LR)

Row

Reduction and Echelon Forms

A system of linear equations can be represented by an augmented matrix [A|b] or
by a matriz equation Ax = b or by a vector equation: xiay + --- + r,a, = b with
A=la;---ay).

The augmented matrix can be changed into an equivalent echelon form: in this form
you can easily decide if the system is consistent or not, and if a general solution has
free variables (look at the pivots).

To solve the system: change the augmented matrix into its (unique) reduced echelon
form.

If v;, is the general solution of the homogeneous system Ax = 0, and v, is one
(particular) solution of Ax = b, then v, + v;, is the general solution of Ax = b.

Linear Transformation

T is a linear transformation if T(cu+dv) = ¢T(u) + dT(v) for all u and v
and all scalars ¢ and d.

Example The matrix transformation 7" : x — Ax.

If T:R" — R™ is a linear transformation, then A = [T'(e;) T (eq)---T(e,)] is the
standard matrix for 7', that is T'(x) = Ax.

A mapping (general function, transformation) 7' : V' — W is one-to-one if each b
in W is the image of at most one z in V. The mapping T is onto W if each b in W
is the image of at least one x in V.

Span
Span{vy,- -, v,} is the collection of all the linear combinations of the vectors vy, - - -, v,
[= the set of all vectors that can be written in the form cjvi+---+¢pvp |
Subspace

H is a subspace of R™ if H is a set of R™ with the properties:
1) 0isin H and 2) for each u and v in H and for each scalar ¢ and d, the linear
combination cu + dv is also in H.

Examples Span(vy,---vy,), Col(A), Nul(A).

Given: A = [a; - -a,] is a mXxn-matrix. Then ColA = Span(ay, - - -, a,) is a subspace
of R™ and Nul(A) (= the set of all solutions of Ax = 0) is a subspace of R".

ColA = R™ Ax = b is consistent for all b
all rows of (the echelon form of) A contain a pivot

the matrix transformation 7" : x — Ax is onto R™

NulA = {0} Ax = 0 has only the trivial solution
all columns of (the echelon form of) A contain a pivot

the matrix transformation 7' : x — Ax is one-to-one

tee 0O



Linear Independent
The set B = {vy,---,v,} is linearly independent if the vector equation
x1vi + - - -+ 2,v, = 0 has only the trivial solution (that is: 21 =29 =--- =, =0).
A set {vi,---,v,} is a basis for H if
1) H =Span(vy,---,vp) and 2) {vy,---,v,} is linear independent.

If {vi,---,vp} is a basis for subspace H then dim H = p.

e The set of vectors B is linear independent if and only if no vector of B is a
linear combination of the other vectors of B

e If {vq,---,v,} is linearly independent, then it spans a p-dimensional subspace.

e The set {vy,---,v,} of vectors of R" is linearly independent if A = [v;---vp]
has in each column a pivot.

e Suppose there is some linear dependence relation between aq,...,a, and
A = [a; --- a,] is row equivalent to B = [b; --- b,]. Then the same linear
dependence relation exists between by, ..., b,.

Rank
The rank of matrix A is equal to dimCol A.
The pivot columns of A form a basis of ColA.
A basis of NulA has as many vectors as the solution of Ax = 0 has free variables.
Therefore: dimColA + dimNulA = number of columns of A

Coordinate vector
If B={by,---,by,} is a basis for H and x is in H, then the coordinate vector of x
relative to the basis B is

c1
X]p=| : with x = c1b; +--- 4+ ¢yb,
Cp
Matrix Multiplication

If B= [b1 cee bp} then AB = [Abl Aby - - Abp]
If A is a square n X n-matrix with AB = BA = I, for some matrix B then A is
invertible (A is also called non singular) and B = A~! is the inverse of A.
(ABYT =BT AT, (AB)"' =B 1A' if A~! and B! exist.
If A=! then Ax = b has the unique solution x = A~ 'b.
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LetA:[c d}A_lexistsonlyifdetA:ad—bc#O.A_lzde%A[ d _b].

Inner product in R”
uev =uv; + - +uv, = [u]l[v]. Some properties:
uev=veu (au+bv)ew=aqguew-+bvew, ueu=0 < u=0.
Norm (or length): |lul| = \/u? + - +u2 =ueu.
Distance: dist(u,v) = [ju —v||.

Orthogonality: u L v if uev =0.



ulv & [u—v||=u+v|.
ulv & |lu+v|?=]ul®>+|v|? (Pythagorean Theorem for R"™).

ul Wiful wfor all w from W.
W+= orthogonal complement of W = the set of all u with u L W.

Orthogonal sets
{uy,---,u,} is a orthogonal basis for W: a basis for W with u; L u; for all i # j.

uq,---,u,} is an orthonormal basis for W: orthogonal basis with ||u;|| = 1 for all 3.
p

The m X n-matrix U has orthonormal columns < UTU = I,,.

The square matrix A is an orthogonal matrix if A=! = AT, An orthogonal matrix
has orthonormal columns.

Special case: {uy,---,up} is a orthogonal basis for W and y in W. Then

yeu;
u]‘OUj

y=ciuy+---+cpu, with ¢; =

Orthogonal projection

Orthogonal projection of vector y on L = Span{u}: y = proj;y = (%) u.
y is the vector with the property: yin L and z=(y —y) L L.

Orthogonal projection of vector y on subspace W is the unique vector y = projy -y
defined by the decomposition y =y +z withyin W andz=(y—y) L W.

Remarks:

o Ifyin W theny=y
e y is the closest point in W to y (best approximation in W).

Special case: {uy,---,u,} is an orthogonal basis of W. Then
N . ) ou;
Yy = projyyy = ciuy +---+cpu, with ¢ = yety
Uj [ ] Uj
Gram-Schmidt process
The Gram-Schmidt process is an algorithm: starting from a basis {xi,---,x,} of
subspace W it constructs an orthogonal basis {vy,---,v,} for W.
Vi = X, Wi = Span{x; } = Span{v; }
Vo = X3 — Projy, X2 = Xg — <%) v, Wa = Span{xi,x2} = Span{vi, v}
V3 = X3 — projy,X3 = X3 — [(%) vy + (%) vz] , W3 = Span{xy,xa,x3} = Span{vi,va,vs}



Least-squares problems
Given the matrix equation Ax = b (may be inconsistent).
Replace this equation by Ax = b= projyyb with W = ColA. The solution x of the
later equation is called the least-squares solution of Ax = b.

Remarks

e |[b—b| = ||b— Ax| < ||b— Aul| for all u. A least-square solution X is such that
Ax is the closest you can get to b (best approximation).

e You can determine the orthogonal projection of b on W = Span{ai,...,a,} by
first calculating a least square solution x of Ax = b (with A = [a;---a,]) and
then calculating Ax.

e If Ax = b is consistent then b = b and a least-squares solution is a solution of
Ax = b.

e The least-squares error = ||b — b).
e The least-squares solution may not be unique. It is only unique if Ax = b has

a unique solution, that is: all the columns of A have a pivot (so the columns of
A are linear independent; also: Nul(A4) = {0}).

Theorem The set of least-squares solutions of Ax = b is equal to the general solu-
tion of the normal equations AT Ax = ATb.

Application

At time t = 0 a certain mixture of radioactive substances contains My grams of
substance A and Mp grams of substance B. A model for the total amount y of the
mixture present at time ¢ is y = My e %02 4 Mp e~ 007,

The following (t,y)-data are available:

(10,21.34), (11,20.68), (14,18.87), (15,18.30)

Determine the equation y = My e 992 4 Mp =097 which is the best fit to these
data according to the least-squares method.

Solution By inserting the data in the (model) equation you get a system of equa-
tions, linear in the unknown parameters My and Mp. For example:

(10,21.34) = Mye "% + Mpe %70 =21.34
(11,20.68) = Mye 22 + Mpe %7 =20.68

Etc. The parameter vector x = [ %A ] has then to satisfy the matrix equation
B
A b
—
e 020 =07 0.8187 0.4966 | 21.34
e 022 017 My ] | 0.8025 0.4630 My | | 20.68
e 028 098 Mg |~ | 0.7558 0.3753 Mg | | 18.87
=030

—1.05 0.7408 0.3499 18.30



The least-squares solution of the (inconsistent) equation Ax = b can be computed
by solving the normal equation A” Ax = AT b, or by computing x = (AT A)~*AT b.
Solution: My = 19.9411, Mp = 10.0996.

Therefore the equation y = 19.94 7902 4 10.10e7%97 is the best fit to these data
according to the least-squares method.



